
Selection consistency of two-step selection
method for misspecified logistic model

Mariusz Kubkowski and Jan Mielniczuk

We consider two-stage selection method of predictors when the underlying random
binary regression model is misspecified and a response function is erroneously mod-
elled as a logistic function. In this case an aim of selection is to recover the support
of Kullback-Leibler projection of the binary model on the parametric family. The
proposed procedure consists of screening and ordering predictors by Lasso and then
selecting a subset of predictors which minimizes Generalized Information Criterion
on the nested family pertaining to them.
More specifically, we consider random variable (X ,Y ) ∈ Rp×{0,1} and the cor-
responding response function q(x) = P(Y = 1|X = x), where the distribution of
(X ,Y ) as well as dimension p of X may depend on n. Assume that logistic model
P(Y = 1|X) = qL(β

T X) is fitted to the data having this distribution, where qL(s) =
1/(1+ e−s). When the model is misspecified it is often of interest to estimate pa-
rameter β ∗0 of Kullback-Leibler (KL) projection of the binary model on the logistic
family defined as

β
∗
0 = argminβ∈RpEX D(q(X)||qL(XT

β )), (1)

where D is KL divergence of two probability vectors. Let s∗0 be the support of β ∗0 :
s∗0 = {i : β ∗0,i 6= 0}. Here we discuss the problem of consistent recovery of s∗0. Assume
that we observe n independent copies (Xi,Yi) of (X ,Y ) and let

β̂L(λ ) = argminβ∈Rp{ln(β ,Y |X)+λL

p

∑
i=1
|βi|}, (2)
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where the conditional loglikelihood ln(β ,Y |X) is

ln(β ,Y |X) =
n

∑
i=1
{Yi log[qL(XT

i β )]+(1−Yi) log[1−qL(XT
i β )]} (3)

We consider two-stage selection procedure being a simplified version of SOS algo-
rithm introduced in [?]

• Arrange coordinates of β̂L(λ ) monotonically: |β̂L, j1(λ )| ≥ |β̂L, j2(λ )| ≥ . . . ≥
|β̂L, j|w|(λ )|, where |w| is size of the support of β̂L(λ );

• Consider the nested family M = {{ j1},{ j1, j2}, . . . ,{ j1, j2, . . . , j|s|}} and let

ŝ∗0 = argmins∈M GIC(s),

where Generalized Information Criterion GIC is penalized log-likelihood

GIC(s) =−2ln(β̂s,Y |Xs)+an|s|,

an is a chosen penalty and s is a given submodel containing |s| explanatory vari-
ables.

In the contribution we discuss sufficient conditions in [?] on the parameters of the
method and distribution of (X ,Y ) under which the above procedure is consistent i.e.
P(ŝ∗0 = s∗0)→ 1. They in particular allow for exponential increase of number of pre-
dictors p as a function of sample size n. The derivation relies on showing consistent
screening property of the Lasso for random predictors and misspecification case by
proving the following separation result: with large probability we have with s̄∗0 being
a complement of s∗0,

min
j∈s∗0
|β̂L, j(λ )| ≥max

j∈s̄∗0
|β̂L, j(λ )|,

which is an analogue of the result for deterministic predictors [?]. Secondly, con-
sistency of GIC on supermodels and submodels od s∗0 is proved using empirical
processes approach to loglikelihood. Applications of the result include the special
case of the misspecification when q(x) = q̃(β T

0 x). Then under assumptions that re-
gressions of X given β T

0 X are linear in β T
0 X we have that β ∗0 = cβ0 (see e.g. [?])

and the result is used to recover the support of unknown β0.
In numerical experiments we discuss performance of several modifications of the
above procedure, in particular its net version when the nested family M is replaced
by the sum of such families constructed for a net of λ s and the version when the
ordering by Lasso is replaced by ordering with respect to squared values of Wald
statistics for the fitted logistic model.
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